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Cosmic Shear Made Easy

Tim Schrabback et al.: Evidence for the accelerated expansion of the Universe from 3D weak lensing with COSMOS 7

Fig. 4.Decomposition of the shear field into E- and B-modes using the shear correlation function ξE/B (left), aperturemass dispersion
⟨M2

ap/⊥⟩ (middle), and ring statistics ⟨RR⟩E/B (right). Error-bars have been computed from 300 bootstrap resamples of the shear
catalogue, accounting for shape and shot noise, but not for sampling variance. The solid curves indicate model predictions for
σ8 = (0.7, 0.8). In all cases the B-mode is consistent with zero, confirming the success of our correction for instrumental effects.For ξE/B the E/B-mode decomposition is model-dependent, where we have assumed σ8 = 0.8 for the points, while the dashedcurves have been computed for σ8 = (0.7, 0.9). The dotted curves indicate the signal if the residual ellipticity correction discussedin App. B.6 is not applied, yielding nearly unchanged results. Note that the correlation between points is strongest for ξE/B andweakest for ⟨RR⟩E/B .

or ⟨M2
⊥⟩(θ < 2′) = (4.0 ± 4.7) × 10−6 if only small scales are in-

cluded, consistent with no B-modes.
The cleanest E/B-mode decomposition is given by the ring

statistics (Schneider & Kilbinger 2007; Eifler et al. 2009b; see
also Fu & Kilbinger 2010), which can be computed from the
correlation function using a finite interval with non-zero lower
integration limit

⟨RR⟩E/B(Ψ) =
1
2

∫ Ψ

ηΨ

dϑ
ϑ

[

ξ+(ϑ)Z+(ϑ, η) ± ξ−(ϑ)Z−(ϑ, η)
]

, (11)

with functions Z± given in Schneider & Kilbinger (2007). We
compute ⟨RR⟩E/B using a scale-dependent integration limit η as
outlined in Eifler et al. (2009b). As can be seen from the right
panel of Fig. 4, also ⟨RR⟩B is consistent with no B-mode signal.

The non-detection of significant B-modes in our shear cat-
alogue is an important confirmation for our correction schemes
for instrumental effects and suggests that the measured signal is
truly of cosmological origin.

As a final test for shear-related systematics we compute the
correlation between corrected galaxy shear estimates γ and un-
corrected stellar ellipticities e∗

ξ
sys
tt/××(θ) =

⟨γt/×e∗t/×⟩|⟨γt/×e∗t/×⟩|
⟨e∗t/×e

∗
t/×⟩

, (12)

which we normalize using the stellar auto-correlation as sug-
gested by Bacon et al. (2003). As detailed in App. B.6, we em-
ploy a somewhat ad hoc residual correction for a very weak
remaining instrumental signal. We find that ξsys is indeed only
consistent with zero if this correction is applied (Fig. 5), yet
even without correction, ξsys is negligible compared to the ex-
pected cosmological signal. The negligible impact can also be
seen from the two-point statistics in Fig. 4, where the points are
computed including residual correction, while the dotted lines
indicate the measurement without it. We suspect that this resid-
ual instrumental signature could either be caused by the limited
capability of KSB+ to fully correct for a complex space-based
PSF, or a residual PSF modelling uncertainty due to the low

Fig. 5. Cross-correlation between galaxy shear estimates and un-
corrected stellar ellipticities as defined in (12). The signal is con-
sistent with zero if the residual ellipticity correction discussed in
App. B.6 is applied (circles). Even without this correction (trian-
gles) it is at a level negligible compared to the expected cosmo-
logical signal (dotted curves), except for the largest scales, where
the error-budget is anyway dominated by sampling variance.

number of stars per ACS field. In any case we have verified that
this residual correction has a negligible impact on the cosmolog-
ical parameter estimation in Sect. 6, changing our constraints on
σ8 at the 2% level, well within the statistical uncertainty.
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Cosmic Shear vs. CMB
MacCrann et al. 2014

CFHTLens

Planck CMB

Hildebrandt et al. 2016

"Low-z vs. High-z Tension"

• New Physics? 
• SystematicsPlanck Collaboration et al. 

(2015)



Other Cosmic Shear Studies
DLS Cosmic Shear Tomography 11

Figure 5. “DLS-ONLY” constraints on ⌦
m

and �8 for ⇤CDM.
The inner and outer contours represent 68% and 95% confidence
regions, resp. Flat priors are used. For the “regular” prior set-
ting, we marginalize over the 0.6 < h < 0.8, 0.92 < n

s

< 1.02,
and 0.03 < ⌦

b

< 0.06 intervals, which bracket the 3� ranges con-
strained by previous CMB or SNIa+Cepheid studies. The “wide”
prior setting refers to the intervals: 0.4 < h < 1.2, 0.7 < n

s

< 1.2,
and 0 < ⌦

b

< 0.1, which are adopted in the CFHTLenS studies.

Table 2
BAO measurements used in the current joint constraint.

z D
V

(z)/r
s

Survey Reference

0.1 2.98± 0.27 6dFGS Beutler et al. (2011)
0.35 8.88± 0.17 SDSS-DR7 Padmanabhan et al. (2012)
0.57 13.67± 0.22 SDSS-DR9 Anderson et al. (2012)
0.44 10.92± 3.67 WiggleZ Blake et al. (2012)
0.60 13.77± 5.94 WiggleZ Blake et al. (2012)
0.73 16.89± 9.15 WiggleZ Blake et al. (2012)

sure at z defined as:

D
V

(z) =


(1 + z)2D2

A

(z)
cz

H(z)

�1/3
. (22)

In equation 22, D
A

(z) is an angular diameter distance to
the redshift z. We use the covariances between the last
three measurements in Table 2 published in Blake et al.
(2012).
For the cosmic microwave background, we use the

Wilkinson Microwave Anisotropy Map 9-year result
(Hinshaw et al. 2013; hereafter WMAP9)13. WMAP9
update their previous results based on the final 9-year
data with some revised calibrations, improving the av-
erage parameter uncertainty by ⇠10% compared to their
7-year results (Komatsu et al. 2011).
For supernova data, we utilize the Union2.1 cata-

log14 provided by Suzuki et al. (2012). The compila-
tion contains 580 supernovae distance moduli within the
0.015 < z < 1.41 range. The supernova �2 function is

13 Although we do not directly use the Planck2015-CMB result,
we will present the comparisons of our joint probe results with
those from Planck2015-CMB in §6.3

14 available at http://supernova.lbl.gov/Union

given by

�2
SNIa

=
X

i

[µ
B

(↵,�,M
B

)� µ(z,⌦
m

,⌦⇤, w)]
2

�2
total

, (23)

where the summation is performed over 580 supernovae.
The distance modulus µ

B

is a function of the rest-frame
B-band magnitudem

B

, the universal absolute SNIa mag-
nitude, M

B

, the shape of stretch parameter s, and the
color c:

µ
B

= m
B

�M
B

+ ↵(s� 1)� �c (24)

where the linear response parameters ↵ = 0.1219 and
� = 2.4657 are determined globally by fitting all 580 su-
pernovae in Suzuki et al. (2012). The best-fit parameter
M

B

is M
B

= �19.3082 at H0 = 70 km s�1 Mpc�1 when
the known systematics are included15. We refer readers
to Suzuki et al. (2012) for the evaluation of the term
�
total

in the denominator of Equation 23. In our analy-
sis, we use the version that includes the systematics, the
propagated errors in light curve fitting, and the exter-
nal errors such as those arising from Galactic extinction
correction and gravitational lensing.
For the DLS+BAO joint probe, we use the COS-

MOPMC package (Kilbinger 2009), which explores pa-
rameter space e�ciently through importance sampling.
However, whenever the WMAP9 results are needed, we
directly employ the WMAP9 chains16 provided by the
team and importance-sample our DLS likelihood func-
tion with them. A joint likelihood is evaluated by sim-
ply multiplying the likelihoods of di↵erent probes. In
principle, the likelihoods for individual probes are not
statistically independent because of shared cosmic struc-
tures. However, the potential volumes of overlap of our
current surveys are small enough that we expect a joint
likelihood constructed from a product of individual probe
likelihoods to be an excellent approximation.

5.4.1. Matter Density ⌦
m

and Normalization �8

The degeneracy between ⌦
m

and �8 is lifted when cos-
mic shear tomography is combined with other probes
(Figure 7). Particularly, in the flat ⇤CDM model, the
degeneracy of the two parameters in CMB constraints
is nearly orthogonal to that in cosmic shear. Compared
to the case where WMAP9 alone is used, the addition
of the current DLS tomography yields ⌦

m

= 0.293+0.014
�0.012

and �8 = 0.833+0.018
�0.011, shrinking their 1-� uncertainties

by ⇠48% and ⇠39%, respectively. Adding the BAO dis-
tance prior further reduces their uncertainties by ⇠23%
and ⇠28%, respectively.
If we relax the flatness constraint ⌦

k

⌘ 0, the WMAP9
CMB alone no longer constrain the value of ⌦

m

tightly
(0.19 < ⌦

m

< 0.95 for 95% confidence). The roles
of both the DLS cosmic shear and BAO become criti-
cal in this case. When we use the DLS+WMAP9 joint
probe, we obtain ⌦

m

= 0.315+0.038
�0.024 and �8 = 0.805+0.025

�0.025.
In terms of the areas enclosed by 1-� contours in the
⌦

m

-�8 plane, the reduction is more than ⇠85%. When
BAO is added, the results become ⌦

m

= 0.297+0.011
�0.012 and

15 For each set of the cosmological parameters, one must adjust
the value by 5 log(h/0.7). Omitting this is equivalent to imposing
a H0 prior centered at h = 0.7.

16 http://lambda.gsfc.nasa.gov

Planck2015

Deep Lens Survey

Jee et al. (2016)

DES Collaboration et al.  (2015)

Dark Energy Survey



What is going on?

Hildebrandt et al. 2016Hildebrandt et al. 2016Hildebrandt et al. 2016
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Planck2015

Jee et al. (2016)

European Lensing American Lensing

If European lensing is correct,

European lensing is in trouble. However, LCDM is still safe.

American lensing is in trouble. However, physics may be in deeper trouble.

If American lensing is correct,



Two Major Systematics in  
Weak-Lensing

1. Photometric Redshift 

2. Shear Systematics



Deep Lens Survey

Schmidt & Thorman (2012)

Filters: B,V,R,z
CFHTLens
Filters: u,g,r,i,z

Hildebrandt et al. (2011)

Depth: ~27th Depth: ~25.5th 

Photometric Redshift



Shear Systematics

ab 𝜙 h✏i = �

1� 



Hydrostatic Bias
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MSZ
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BLIND SHEAR CHALLENGE
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Download
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images
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feedback
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Raphaël Gavazzi,6 Marc Gentile,8 Mandeep S. S. Gill,4,5 David W. Hogg,11

Eric M. Huff,12 M. James Jee,13 Tomasz Kacprzak,2,14 Martin Kilbinger,15

Thibault Kuntzer,8 Dustin Lang,1 Wentao Luo,16 Marisa C. March,17

Philip J. Marshall,4 Joshua E. Meyers,4 Lance Miller,18 Hironao Miyatake,3,19

Reiko Nakajima,20 Fred Maurice Ngolé Mboula,15 Guldariya Nurbaeva,8
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ABSTRACT
We present first results from the third GRavitational lEnsing Accuracy Testing (GREAT3)
challenge, the third in a sequence of challenges for testing methods of inferring weak grav-
itational lensing shear distortions from simulated galaxy images. GREAT3 was divided into
experiments to test three specific questions, and included simulated space- and ground-based
data with constant or cosmologically varying shear fields. The simplest (control) experiment
included parametric galaxies with a realistic distribution of signal-to-noise, size, and elliptic-
ity, and a complex point spread function (PSF). The other experiments tested the additional
impact of realistic galaxy morphology, multiple exposure imaging, and the uncertainty about a
spatially varying PSF; the last two questions will be explored in Paper II. The 24 participating
teams competed to estimate lensing shears to within systematic error tolerances for upcoming
Stage-IV dark energy surveys, making 1525 submissions overall. GREAT3 saw considerable
variety and innovation in the types of methods applied. Several teams now meet or exceed the
targets in many of the tests conducted (to within the statistical errors). We conclude that the
presence of realistic galaxy morphology in simulations changes shear calibration biases by
∼1 per cent for a wide range of methods. Other effects such as truncation biases due to finite
galaxy postage stamps, and the impact of galaxy type as measured by the Sérsic index, are
quantified for the first time. Our results generalize previous studies regarding sensitivities to
galaxy size and signal-to-noise, and to PSF properties such as seeing and defocus. Almost all
methods’ results support the simple model in which additive shear biases depend linearly on
PSF ellipticity.

Key words: gravitational lensing: weak – methods: data analysis – techniques: image
processing – cosmology: observations.

⋆E-mail: rmandelb@andrew.cmu.edu (RM); barney@barnabyrowe.net (BR)

C⃝ 2015 The Authors
Published by Oxford University Press on behalf of the Royal Astronomical Society

 at Y
onsei U

niversity on O
ctober 20, 2015

http://m
nras.oxfordjournals.org/

D
ow

nloaded from
 

GREAT3 results I 2969

Table 2. Table summarizing the methods used by teams that participated in the challenge, including basic information such as team name; class
(overall type of method); weighting scheme; calibration philosophy (discussed in the text); and number of branches entered in the challenge (Nbranch).
‘Limitations’ refers to types of data to which the implementation used here is not applicable without significant further development. ‘Rank’ is
the leaderboard ranking for those that received points (‘-’ for those that did not, and ‘N/A’ for those that were ineligible due to participation of a
GREAT3 EC member). ‘exact PSF?’ indicates whether they used the exact PSF or an approximation to it (e.g. sums of Gaussians). ‘New software’
indicates whether the software used to analyse the GREAT3 simulations was newly developed (‘yes’), included some existing infrastructure with
new software of non-trivial complexity (‘some’), or was entirely pre-existing (‘no’). Finally, we show the approximate processing time per galaxy
per exposure (on a single core) for science-quality shear estimates. Several fields are discussed in detail in Section 3.

Team Class Weighting Calibration Limitations Nbranch Rank Exact New Time per
scheme philosophy PSF? software galaxy

Amalgam@IAP Maximum Inverse Ellipticity None 16 2 Yes Some 0.1–1 s
likelihood variance penalty

BAMPenn Bayesian Implicit p(ε) from Variable 2 - Yes Yes <1 s
Fourier deep data shear

EPFL_gfit Maximum Constant + None None 8 6 Yes Yes 1–3 s
likelihood rejection

CEA-EPFL Maximum Various None None 20 3 Yes Yes 1–3 s
likelihood

CEA_denoise Moments Constant None None 8 - Yes No 0.03 s

CMU Stacking Constant External Variable 2 N/A Yes Some 0.03 s

experimenters simulations shear

COGS Maximum Constant External None 12 N/A Yes Yes 1 s

(IM3SHAPE) likelihood simulations

E-HOLICS Moments Constant + External None 12 8 Yes No 1–3 s
rejection simulations

EPFL_HNN Neural Constant None None 7 - Yes Yes 2–3 s
network

EPFL_KSB Moments Inverse None None 4 - Yes No 0.001–0.002 s
variance

EPFL_MLP / Neural Constant None None 5 - Yes Yes 2–3 s
EPFL_MLP_FIT network

FDNT Fourier Inverse External None 12 N/A Yes Some ∼1 s

moments variance simulations

Fourier_Quad Fourier Various None None 6 5 Yes No 0.001–0.002 s

moments

HSC/LSST-HSM Moments Inverse External None 4 N/A Yes Some 0.05 s

variance simulations

MBI Bayesian Implicit Inferred Variable 4 9 No Some 10 s

hierarchical p(ε) shear, PSF

MaltaOx Partially Inverse Self- None 3 7 Yes Some 0.05 s

(LENSFIT) Bayesian variance calibration

MegaLUT Supervised Constant + External None 16 4 Yes Some 0.02 s

ML rejection simulations

MetaCalibration Moments + Inverse Self- Variable 1 N/A Yes Yes 0.3 s

self-calibration variance calibration shear

Wentao_Luo Moments Inverse None None 4 - Yes Yes 1–2 s

variance

ess Bayesian Implicit p(ε) from Variable 2 - No Yes 1 s

model-fitting deep data shear

sFIT Maximum Inverse External None 20 1 Yes Yes 0.8 s

likelihood variance simulations

(iterative)

MNRAS 450, 2963–3007 (2015)
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Summary of Part 1
• Some European cosmic shear results are in tension with the 

PLANCK-CMB results. 

• Some American cosmic shear results are in no tension with 
the PLANCK-CMB results. 

• The discrepancy may arise from systematics. 

• Both CFHTLens and DLS photo-z results are in reasonable 
agreement with the spec-z data. 

• The photo-z accuracy of faint sources is currently unknown 
for both surveys.



OUTLINE

• Introduction: Weak-Lensing for Dummies 

• Is Lensing Really in Tension with CMB? 

• How Can We Use Colliding Clusters as Cosmic Particle 
Accelerators? 

• Conclusions



SIDM Motivation
Missing Satellite Problem:Core-Cusp Problem:

Oh et al. 2011

Requires c~7

Tully-Fisher ZP problem:

Simulations show c~20

Bar Stability:

Stable bars mean the core density is low.



Consequences of SIDM in 
Merging

1. Evaporation

2. Slow down

A B



Evaporation Argument

Markevitch et al. (2004) suggest

that from the survival of the subhalo

�

m
< 1cm2/g

However, this only provides an upper limit.



Drag Argument





How did it happen?

Damages, Tire Tracks, Orientations, Debris, etc.



Some Practical Issues

• Viewing angle (merger geometry) is 
unknown. 

• Collision velocity is uncertain. 

• Stage of merger is ambiguous. 

• Impact parameter has to be 
inferred. 

• Weak-lensing is noisy.



Viewing Angle-Collision Speed Degeneracy

plane of sky✓



Merger Stage Ambiguity
"El Gordo"



Impact Parameter Uncertainty

b



Impact Parameter Uncertainty

b

?

Degenerate with collision velocity, viewing angle, and 
offset interpretation.



Radio Relics

Skillman et al. (2013) van Wereen et al. (2010)



Viewing Angle Constraint with Radio Relic

Thickness of Relic Polarization Fraction



Impact Parameter Constraint

b=0

b~400 kpc

van Wereen et al. (2011)

Radio relics and X-ray galaxy offsets 
constrain impact parameters.



Collision Velocity Constrain (X-ray)
Surface Brightness

Marcario et al. (2011)

Temperature

A754



Collision Velocity Constrain (Radio)

van Wereen et al. (2010)

"Sausage"



Resolving the Stage of Mergers

Jee et al. (2016)

"Toothbrush"
•Clear offsets among the 
relics, x-ray peaks, and 
mass clumps. 

•Offsets between mass 
and ICM are indicative of 
the velocity direction. 

•The location of relics 
traces the shock fronts 
and refines the merger 
stage.

relic

ICM

DM



Essential Components of 
Merger Scenario Reconstruction

• X-ray: ICM distribution, shock location, 
collision velocity, impact parameter, etc. 

• Radio: relic locations, viewing angle, 
merger trajectory, collision velocity, 
impact parameter, etc. 

• Optical: galaxy distributions, M/L 
estimation, etc. 

• Weak-lensing: cluster mass, DM 
distribution, SIDM, etc. 

• Numerical simulations: reproduction of 
observed features, SIDM, etc.

Stars

Gas

DMdirection of motion
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Fig. 2. Observed configurations of the three components in the 30 systems that we studied. The background shows the HST image, with contours
showing the distribution of galaxies (green), gas (red), and total mass, which is dominated by dark matter (blue).
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Harvey et al. (2015)

M82 scatter light that originates in the star-forming
disk, and the spectral energy distribution of the
scattered light is consistent with a comparatively
small grain size distribution (36).
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DARK MATTER

The nongravitational interactions
of dark matter in colliding
galaxy clusters
David Harvey,1,2* Richard Massey,3 Thomas Kitching,4 Andy Taylor,2 Eric Tittley2

Collisions between galaxy clusters provide a test of the nongravitational forces acting
on dark matter. Dark matter’s lack of deceleration in the “bullet cluster” collision
constrained its self-interaction cross section sDM/m < 1.25 square centimeters per gram
(cm2/g) [68% confidence limit (CL)] (sDM, self-interaction cross section; m, unit mass of
dark matter) for long-ranged forces. Using the Chandra and Hubble Space Telescopes, we
have now observed 72 collisions, including both major and minor mergers. Combining
these measurements statistically, we detect the existence of dark mass at 7.6s significance.
The position of the dark mass has remained closely aligned within 5.8 T 8.2 kiloparsecs
of associated stars, implying a self-interaction cross section sDM/m < 0.47 cm2/g
(95% CL) and disfavoring some proposed extensions to the standard model.

M
any independent lines of evidence now
suggest that most of the matter in the
universe is in a form outside the standard
model of particle physics. A phenome-
nological model for cold dark matter (1)

has proved hugely successful on cosmological
scales, where its gravitational influence domi-
nates the formation and growth of cosmic struc-
ture. However, there are several challenges on
smaller scales: The model incorrectly predicts
individual galaxy clusters to have more central-
ly concentrated density profiles (2) and larger
amounts of substructure (3, 4) and anticipates
that the Milky Way will have more satellites able
to produce stars (5) than are observed. These in-
consistencies could be resolved through astro-
physical processes (6) or if dark matter particles
are either warm (7) or self-interacting with cross
section 0.1 < sDM/m < 1 cm2/g (8–10). Following
(11), we define the momentum transfer cross sec-
tion per unit mass sDM/m, integrating over all
scattering angles and assuming that individual
dark matter particles are indistinguishable.
Self-interaction within a hidden dark sector is

a generic consequence of some extensions to the
standard model. For example, models of mirror
dark matter (12) and hidden-sector dark matter
(12–16) all predict anisotropic scattering with
sDM/m ≈ 1 barn/GeV = 0.6 cm2/g, similar to nu-

clear cross sections in the standard model. Note
that couplings within the dark sector can be many
orders of magnitude larger than those between
dark matter and standard model particles, which
are, at most, on the order of picobarns (17).
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found via gravitational lensing
Dark mattervisible in X-rays

Hot, diffuse gas

(Stars in) galaxies
visible in optical

Direction of motion

I

S

G
D

Fig. 1. Cartoon showing the three components
in each piece of substructure and their relative
offsets, illustrated by black lines.The three com-
ponents remain within a common gravitational po-
tential, but their centroids become offset due to the
different forces acting on them, plus measurement
noise.We assume the direction of motion to be de-
fined by the vector from the diffuse, mainly hydro-
gen gas (which is stripped by ram pressure) to the
galaxies (for which interaction is a rare event). We
then measure the lag from the galaxies to the gas
dSG, as well as to the dark matter in a parallel dSI
and perpendicular dDI direction. G, hot, diffuse gas;
D, dark matter; S, galaxies; I, the point along the
vector joining the galaxies and gas that is closest
to the location of the dark matter peak.
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M82 scatter light that originates in the star-forming
disk, and the spectral energy distribution of the
scattered light is consistent with a comparatively
small grain size distribution (36).
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on dark matter. Dark matter’s lack of deceleration in the “bullet cluster” collision
constrained its self-interaction cross section sDM/m < 1.25 square centimeters per gram
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Fig. 1. Cartoon showing the three components
in each piece of substructure and their relative
offsets, illustrated by black lines.The three com-
ponents remain within a common gravitational po-
tential, but their centroids become offset due to the
different forces acting on them, plus measurement
noise.We assume the direction of motion to be de-
fined by the vector from the diffuse, mainly hydro-
gen gas (which is stripped by ram pressure) to the
galaxies (for which interaction is a rare event). We
then measure the lag from the galaxies to the gas
dSG, as well as to the dark matter in a parallel dSI
and perpendicular dDI direction. G, hot, diffuse gas;
D, dark matter; S, galaxies; I, the point along the
vector joining the galaxies and gas that is closest
to the location of the dark matter peak.
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30 merging clusters



3

• measuring the direction of the merger axis, because

SIDM predicts that the o↵set will be along this

axis.

In this section we show that the positions measured by

H15 contain substantial errors.
The top panel of Figure 2 shows the H15 analysis

of ACTCL J0102, also known as El Gordo (Menanteau

et al. 2012; Lindner et al. 2013; Jee et al. 2014; Ng et al.

2015). To orient the reader, each panel in Figure 2 of

H15 portrays one colliding system such as this, and each

system has at least two subclusters that have recently

passed through each other. Therefore, at least two inde-

pendent o↵sets can be measured from each system. In

each panel, the red contours indicate the surface bright-

ness of the hot X-ray emitting gas, the green contours in-

dicate galaxy brightness, and the blue contours indicate

the mass (primarily DM) distribution as inferred from

weak gravitational lensing. H15 draw a triangle connect-

ing the peaks of the three distributions (gas, galaxies,

mass) in each subcluster. The bottom panel of our Fig-

ure 2 shows a lensing map of the system constructed

by Jee et al. (2014). These authors identified (at high

signal-to-noise) mass concentrations roughly at the loca-

tions of the northwest and southeast galaxy subclusters,

and found no other mass concentrations in the area. The

H15 analysis roughly agrees on the southeast mass con-

centration, but di↵ers starkly in finding a second mass

concentration not at the northwest galaxy location, but

⇠ 700 kpc away. Remarkably, the second H15 mass peak

is located precisely on the gap between detectors in the

Advanced Camera for Surveys (ACS) data used by H15.

No other evidence supports the existence of a mass con-

centration at this location. The most likely explanation

is that cosmic rays were not properly cleaned from the

chip gap; because cosmic rays are highly elliptical, this

resulted in a large, spurious lensing signal. IS
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The other vertices of the large triangle in the top panel

of Figure 2—representing the galaxy and X-ray peaks—

are also problematic. The hypotenuse connecting the

“lensing peak” and the X-ray peak is intended to illus-

trate the merger axis, but an overwhelming variety of

other evidence from the papers cited above supports a

southeast-northwest merger axis; nowhere in the liter-

ature on Gordo is there any evidence for a southwest-

northeast merger axis. Furthermore, the “X-ray” peak

here is not representative of the gas associated with the

second subcluster; that gas—substantially further to the

northwest—is tenuous and thus does not form a peak in

a map of X-ray surface brightness, which is proportional

to the gas density squared. Finally, the location of the

third vertex of the triangle—the galaxy peak—is equally

unsupported by evidence. The second galaxy subcluster

of the El Gordo system is clearly at the location of H15’s

large green ellipses, and H15 do not even show any green

contours at the location of their triangle vertex. Pre-

sumably H15 did find galaxy light at this location, but

it may well have been a foreground galaxy (see below).

The DM-galaxy lag calculated by H15 for the north-

ern subcluster is essentially meaningless—but it provides

one of the largest negative contributions to the H15 en-

semble of lags. Recalling that the other subcluster in El

Gordo is also not probing SIDM due to its merger stage

Fig. 2.— Top: a panel from Figure 2 of H15 showing the dis-

tributions of X-ray emitting gas (red), dark matter (more specifi-

cally, the total mass as inferred from gravitational lensing, in blue),

and galaxy luminosity (green) for ACTCL J0102 (El Gordo). The

triangles connect the peaks of the distributions in the each sub-

cluster. Bottom: lensing map of the same cluster from Jee et al.

(2014), who found that independent HST and Subaru data agree:

the northern mass peak coincides with the northern galaxy peak

(large green ellipses in top panel), and there is no mass concen-

tration at the location of the nothern H15 (blue) lensing peak. In

fact, the H15 panel readily shows that the northern H15 “lensing

peak” corresponds to the chip gap in the ACS camera. The most

likely explanation is that this spurious lensing peak is caused by

cosmic rays, which are more di�cult to clean near the chip gap.

(Section 2), it is clear that El Gordo should be omitted

entirely from the H15 ensemble. This alone increases the

mean lag from �5.8 kpc to �3.2 kpc. This may be the

most vivid example, but it is far from isolated: the H15

locations di↵er substantially from previous more careful

analyses using multiband data in many of the systems

we are familiar with (e.g. DLSCL J0916, A781, A2744,

and MACS J0025).
In Section 4, we will also refer to the H15 treatment of

foreground galaxies, which can dominate the light of clus-

The Astrophysical Journal, 785:20 (24pp), 2014 April 10 Jee et al.

Figure 5. Two-dimensional mass reconstruction of ACT-CL J0102−4915. The “whisker” plot in the upper-left panel shows the smoothed ellipticity variation of
background galaxies. The orientation and length of the sticks represent the position angle and magnitude of the ellipticity, respectively. The stick inside the circle
above the plot illustrates the size of a 10% shear whereas the diameter of the circle shows the size (FWHM = 30′′) of the Gaussian smoothing kernel used here. The
upper-right panel displays the resulting two-dimensional mass reconstruction. We performed the mass-sheet degeneracy (κ → 1 − λ + λκ) transformation in such a
way that κ becomes zero near the map boundaries. We overlay the mass contours on the smoothed optical luminosity and X-ray emission in the lower-left and -right
panels, respectively.
(A color version of this figure is available in the online journal.)

We use the FIATMAP code (Fischer & Tyson 1997) to carry
out this experiment. The centroid is determined by iteratively
computing first moments from the convergence map. We use
a FWHM = 20′′ Gaussian for weighting κ . Figure 8 displays
the results for both mass peaks, where the (0,0) position is
referenced to the location of each component’s shear peak. The
peak of the NW mass clump coincides with the NW galaxy
luminosity peak. Interestingly, the centroid of the SZ decrement
is close to this luminosity peak, although it is unclear whether or
not the SZ centroid is physically representative of the location

of the NW cluster potential well. The southeastern (SE) mass
peak is close to the corresponding SE galaxy luminosity peak.
The X-ray emission is strongest near this SE mass peak. The
distance between the X-ray and SE mass peaks is ∼8′′. Based on
the above bootstrapping analysis, the significance of the offset is
at the ∼2σ level. In contrast to the galaxy light distribution, the
galaxy number density peaks show large offsets with respect to
the mass centroids. The NW number density centroid is offset
from the corresponding mass peak by ∼15′′ (! 2σ ), and the SE
number density centroid is separated from the SE mass peak by
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• Questionable WL results for >~10 clusters 

• Neglecting the stage of mergers 

• Inhomogeneous sample 

• No SIDM simulations
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So many stars!

CIZA J2242.8+5301



The Astrophysical Journal, 802:46 (14pp), 2015 March 20 Jee et al.

Subaru/Suprime Cam CFHT/MegaCam

Figure 4. Maximum-entropy mass reconstructions from Subaru (left) and CFHT (right). The white contours represent the projected mass density (κ), which is subject
to the mass-sheet degeneracy (κ → λκ + 1 − λ). We arbitrarily scale the mass map in such a way that the average κ value becomes approximately zero near the
field boundary. The Subaru and CFHT results are consistent with other each. The consistency between independent telescopes serves as verification that the observed
substructures in both maps are not due to residual systematics. Readers are reminded that the PSF patterns are very different between the two observations (Figure 2).
It is also important to note that the source number density from the CFHT data is a factor of two lower.

Subaru Telescope, which obviates the need for any transforma-
tion between the current CIZA J2242.8+5301 and the COSMOS
photometric systems.

We apply the source selection criteria described in Section 3.8
to the COSMOS galaxy catalog. We obtain ⟨β⟩ = 0.656 and
the corresponding effective redshift of this subset is zeff =
0.626. Because the depth of our CIZA J2242.8+5301 image
is shallower than the COSMOS images, it is necessary to
correct for the difference. We compute this correction factor
by constructing magnitude histograms for the two catalogs and
weight galaxies according to the ratio of our source number
density per magnitude bin to the COSMOS one. The stellar
contamination discussed in Section 3.7 is also taken into account
in this step. Both ⟨β⟩ and zeff decrease to 0.616 and 0.549,
respectively. We obtain

〈
β2

〉
= 0.438, which is needed to account

for the width of the redshift distribution (Equation (9)).

5. TWO-DIMENSIONAL MASS RECONSTRUCTION

The reduced shear defined in Equations (4) and (5) is directly
observable (up to shear calibration) by averaging object elliptic-
ities. However, in order to obtain the surface mass density κ , we
need to know shears γ , which are related to reduced shears via

g = γ

1 − κ
. (10)

Often, g = γ is assumed in the very weak-lensing regime
where κ ≪ 1. Under this assumption, we can obtain the two-
dimensional convergence field by performing the following
integral:

κ(x) = 1
π

∫
D∗(x − x′)γ (x′)d2x, (11)

where D∗ is the convolution kernel defined as D(x) = −1/(x1−
ix2)2 and x is the coordinate. This direct inversion first used in
Kaiser & Squires (1993) is still a popular method to reconstruct
a two-dimensional mass distribution.

However, near cluster centers, κ is non-negligible, and thus
we need to include the nonlinear relation between g and γ . In the
current paper, we used the maximum-entropy inversion code of
Jee et al. (2007b), which utilizes the entropy of the mass pixels
as prior to regularize the result.

We show our mass reconstruction results in Figure 4 from both
Subaru and CFHT. Clearly, the results demonstrate that the mass
distribution is elongated along the merger axis inferred from the
radio relics. Note that the substructures seen in both instruments
are consistent. We regard this consistency as verification that the
observed substructures are not due to any residual systematics
in weak-lensing measurements. As shown in Figure 2, the PSF
ellipticity patterns of Subaru and CFHT are different. Thus,
if our PSF correction error were significant, we would not
observe this level of consistency between the two instruments.
Also, remember that the source number density in the CFHT
weak-lensing catalog is a factor of two lower. This implies that
the CFHT result can be regarded as one of the bootstrapping
realizations of the Subaru result (in the absence of systematic
errors). Most of the sources used for the CFHT weak-lensing
analysis are present in the Subaru source catalog. Therefore,
little difference from the Subaru result is observed when we
combine the two source catalogs. Nevertheless, we note that our
weak-lensing analysis hereafter is based on the union of both
Subaru and CFHT shape catalogs.

Figure 5 compares the mass reconstruction from the combined
catalog (CFHT+Subaru) with the cluster galaxies. The cluster
member selection is described in Section 3.9. We smooth the
galaxy distribution using a Gaussian kernel with a FWHM ≃
3.′4. Both number and luminosity maps indicate that the cluster
galaxies in CIZA J2242.8+5301 have a bimodal distribution,
and our mass reconstruction reveals two dominant mass clumps
that can be associated with the two peaks in both luminosity
and number density maps. It is apparent that the mass centroids
do not perfectly align with the cluster galaxies. The mean offset
between the mass and luminosity/number density peaks is ∼1′.
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Conclusions

• It is interesting that some cosmic shear studies gives results in tension 
with the Planck CMB results. 

• It is also important to know that not all cosmic shear studies give such 
tensions. 

• It is urgent to resolve discrepancies among different teams.

Cosmic Shear:

MC2:
• Colliding clusters are powerful tools to study properties of dark matter. 

• It is important to use multi-band data and high-fidelity simulations to 
reconstruct merging scenarios. 

• We are working on SIDM simulations. Stay tuned.


